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Video Captioning

Video captioning, has been showing increasingly strong potential

in computer vision.

The primary challenges of this research lie in two aspects:

adequately extracting the information from the video sequences

and generating grammar-correct sentences easy for the

human to understand. [YANG2018]

4



Video Captioning

5

Image from arxiv-vanity



Video Captioning

The early research for generating video descriptions mainly

focused on extracting useful information e.g., object, attribute,

and preposition, from given video content.

The aim is to generate more precise words to describe the

objects in the video.
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Video Captioning

Deep learning methodologies have increased great focus

towards video processing because of their better performance

and the high-speed computing capability.
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Video Captioning

Based on the approaches proposed for video captioning

till now, they can be classified into two categories

namely:

• The template-based language model and

[ZAC2012]

• The sequence learning model. [YAN2016]
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Video Captioning: Captioning 

Types, Methods, and Styles
• Types

Types vary according to how the captions appear, how

they are accessed, and what information is provided.

These include closed captions, subtitles, and subtitles for

the deaf and hard of hearing. [HTT2021]
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Video Captioning: Captioning 

Types, Methods, and Styles
Closed Captions
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Closed captions. (Image from https://dcmp.org/learn/38-captioning-types-methods-and-styles)



Video Captioning: Captioning 

Types, Methods, and Styles
Subtitles
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Subtitles. (Image from https://dcmp.org/learn/38-captioning-types-methods-and-styles)



Video Captioning: Captioning 

Types, Methods, and Styles
Subtitles for the Deaf and Hard of Hearing (SDH)
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Subtitles for the Deaf and Hard of Hearing. (Image from https://dcmp.org/learn/38-captioning-types-

methods-and-styles)



Video Captioning: Captioning 

Types, Methods, and Styles
• Methods

Methods vary according to when the captions are created and

displayed.

These include off-line and on-line. [HTT2021]
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Video Captioning Approaches

The background of video captioning approaches can be

divided into three phases:

• The classical video captioning approach phase involves

the detection of entities of the video (such as object, actions

and scenes) and then map them to a predefined templates.

[LIU2019}
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Video Captioning Approaches

• The statistical methods phase, in which the video captioning

problem is addressed by employing statistical methods.

• The last one is deep learning phase. In this phase, many state-

of-the-art video captioning frameworks have been proposed and

it is believed that this phase has a capability of solving the

problem of automatic open domain video captioning. [LIU2019}
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Methodology of approaching 

Video Captioning problem
Joint Embedding
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(Image from ScienceDirect) 



Methodology of approaching 

Video Captioning problem
Encoder-Decoder Mechanisms: Attention Mechanism

19(Image from MathWorks) 



Methodology of approaching 

Video Captioning problem
Encoder-Decoder Mechanisms: Hierarchical Neural Encoder
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(Image from SemanticScolar) 



Methodology of approaching 

Video Captioning problem
Encoder-Decoder Mechanisms: Paragraph Description

21(Image from Medium.com) 



Methodology of approaching 

Video Captioning problem
Encoder-Decoder Mechanisms:

• Dense Captioning
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(Image from https://cs.stanford.edu/people/ranjaykrishna/densevid/) 



Video Captioning: 

Evaluation Metrics  
Video captioning result is evaluated based on

correctness as natural language and relevance of

semantics to its respective video.

The following are widely used evaluation metrics that

concern the aspects.
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Video Captioning: 

Evaluation Metrics - SVO  
SVO Accuracy is used in early works to measure

whether the generated SVO (Subject, Verb, Object)

triplets cohere with ground truth.

The purpose of this evaluation metrics is to focus on

matching of broad semantics and ignore visual and

language details. [DON2014], [LIU2019]
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Video Captioning: 

Evaluation Metrics -BLEU 
BLEU is one of the most popular metrics in the �eld of

machine translation. The idea is measuring a numerical

translation closeness between two sentences by

computing geometric mean of n-gram match counts. As a

result, it is sensitive to position mismatching of words.

Also, it may favor shorter sentences, which makes it hard

to adapt to complex contents. [PAR2017]
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Video Captioning: 

Evaluation Metrics  - ROUGE
ROUGE is similar to BLEU score in the sense that they

measure the n-gram overlapped sequences between the

reference sentences and the generated ones. The difference is

that ROUGE considers the n-gram occurrences in the total sum

of the number of reference sentences while BLEU considers

the occurrences in the sum of candidates. Since ROUGE metric

relies highly on recall, it favors long sentences. [PAR2017]
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Video Captioning: 

Evaluation Metrics - CIDER
CIDER is a metric to evaluate a set of descriptive sentences for

an image, which measures the consensus between candidate

captioning and the reference sentences provided by human

annotators. Therefor, it highly correlates with human judgments.

It is different from others in the sense that it captures saliency

and importance, accuracy, and grammatical correctness, and

importance, accuracy, and grammatical correctness. [PAR2017]
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Video Captioning: 

Evaluation Metrics - METEOR 
METEOR is computed based on the alignment between a given

hypothesis sentence and a set of candidate reference.

METEOR compares exact token matches, stemmed tokens,

paraphrase matches, as well as semantically similar matches

using WordNet synonyms. This semantic aspect of METEOR

distinguishes it from others. METEOR is always better when the

number of references is small. [PAR2017]
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Video Captioning: 

Evaluation Metrics - F-Score 
F-Score, is a measure of a model’s accuracy on a dataset. It is

used to evaluate binary classification systems, which classify

examples into ‘positive’ or ‘negative’. It is a way of combining

the precision and recall of the model, and it is defined as the

harmonic mean of the model’s precision and recall. It is

commonly used for evaluating information retrieval systems,

and also for many kinds of machine learning models.

[HTT2019]
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Video Captioning: Datasets 
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Tacos dataset (Image from https://cove.thecvf.com/datasets/422)



Video Captioning: Datasets 
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TACoS-Multi dataset (Image from 

https://www.mpi-inf.mpg.de/departments/computervision-and-machine-

learning/research/vision-and-language/tacos-multi-level-corpus)



Video Captioning: Datasets 
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Microsoft Video Description Corpus (MSVD) 

(Image from https://paperswithcode.com/dataset/msvd)



Video Captioning: Datasets 
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Montreal Video Annotation Dataset (M-VAD) dataset 

(Images from https://github.com/aimagelab/mvad-names-dataset)



Video Captioning: Datasets 
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MPII Movie Description Corpus (MPII-MD) dataset (Image from https://www.mpi

inf.mpg.de/departments/computer-vision-and-machine-learning/research/vision-and-

language/mpii-movie-description-dataset)



Video Captioning: Datasets 
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MSR Video-to-Text (MSR-VTT) dataset. (Image from 

https://paperswithcode.com/dataset/msr-vtt)



Video Captioning: Datasets 
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ActivityNet Captions dataset (Image from https://cs.stanford.edu/people/ranjaykrishna/densevid/)



Video Captioning: Datasets 
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Sample of videos in the SumMe dataset (Image by ResearchGate)



Video Captioning: Datasets 
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Sample of videos in the TVSum dataset (Image by ResearchGate)



Video Captioning: Datasets 
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Sample of videos in the Hollywood2 dataset (Image by Researchgate)



Video Captioning: Datasets 
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Sample of videos in the Hollywood3D dataset (Image by ResearchGate)



Video Captioning by 

Adversarial LSTM
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Dense-captioning events (Image from https://cs.stanford.edu/people/Video Captioning by

Adversarial LSTM (Image from Semantic Scholar). 

An illustration of the modular

structure of the proposed

video captioning by an

interplay of the generator G

that generates text sentences

and the discriminator D

(adversary) that verifies the

sentences. The optimization

goal is that G deceives D, by

generating sentences that

are not distinguishable from

reference sentences.



Video Captioning by 

Adversarial LSTM example

42

LSTM-GAN incorporating a joint

LSTMs with adversarial learning. The

model consists of generative model

and discriminative model. The

generative model tries to generate a

sentence for the video as accurately

as possible, but the discriminative

model tries to distinguish whether the

input sentences is from reference

sentence or generated sentences.

The orange input sentences for

discriminative model represent the

reference sentences, otherwise badly

constructed sentences or

uncorrelated sentences generated by

generative model. MP in the figure

denotes the max-pooling. [ZHO2018]
(Image from SemanticScholar). 



Deep Learning for Video 

Captioning

Deep learning has achieved great successes in solving specific

artificial intelligence problems recently. Substantial progresses are

made on Computer Vision (CV) and Natural Language Processing

(NLP). As a connection between the two worlds of vision and

language, video captioning is the task of producing a natural-

language utterance (usually a sentence) that describes the visual

content of a video. �e task is naturally decomposed into two sub-

tasks. 43
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Q & A

Thank you very much for your attention!

More material in 

http://icarus.csd.auth.gr/cvml-web-lecture-series/ 

Contact: Prof. I. Pitas

pitas@csd.auth.gr
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