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Introduction to Music Genre 

Recognition

• Music information retrieval (MIR) is an interdisciplinary field

that combines content from music theory, signal processing,

and machine learning to analyze musical material.

• MIR uses computer algorithms to detect and intelligently

manage musical material.

• Music Genre Recognition is one of the most important

subfields in MIR (MIR).
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Introduction to Music Genre 

Recognition

• Automatic music is a fascinating subject in MIR since it allows

systems to communicate with one other, discovering media

collections, organizing musical databases and perform

content-based music recommendation.

• There are two primary processes in music genre

categorization: feature extraction and classification. The

first captures audio signal data, while the second categorizes

the music into different genres based on the extracted

attributes.
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Feature Extraction

Feature extraction obtains the audio signal information from the

music. Feature extraction from an audio signal used chord

recognition methods.

• From a certain music-related characteristic, the chord

identification job generates a chord label. A chromagram is used

as an input to these systems, with a chord label as an output for

each chromagram frame.

• The most popular models used in chord recognition are the

hidden Markov models.
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Feature Extraction – Markov 

Models

The frequency domain is first segregated from the input signal. It's then 

transferred to the Pitch Class Profile domain, where vectors are utilized 

as features to train a hidden Markov model with one state for each 

chord. The Expectation Maximization technique is then used to construct 

chord models using these features. Finally, the Viterbi algorithm is used 

to complete the chord recognition. 

• Duration-explicit hidden Markov models is one of the chord-

recognition methods. The transition matrix's length constraints are 

broken up by the models. The method then creates different models 

for duration distributions that show time signatures in order to boost 

the duration constraint in each model.
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Feature Extraction – Markov 

Models
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Using a hidden Markov filter to automatically recognize chords from audio.



Feature Extraction –

Frequency Domain Features

The Fourier Transform can be used to translate an audio signal into the

frequency domain. After that, these characteristics are retrieved:

• Mel-Frequency Cepstral Coefficients (MFCC): MFCCs are

considered very helpful features for tasks like the recognition of

speech.

• Chroma Features: The entire energy of the signal per each of the 12

pitch classes .(C, C#, D, D#, E ,F, F#, G, G#, A, A#, B) is represented

as a vector. The mean and standard deviation was calculated using

the sum of the chroma vectors.
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Feature Extraction –

Frequency Domain Features
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Process to create Spectral Centroid features
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Spectrograms

The time axis is represented by the x-axis, while the frequency axis

is represented by the y-axis in a spectrogram, which is a two-

dimensional representation of a signal. To quantify the amplitude

of a specific frequency in a certain time interval, a colormap is

employed.

• The representation of audio in the time domain for neural

network input is not particularly precise due to the high sampling

rate of audio data.
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Spectrograms
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Spectrograms for a single audio source from each musical genre [3].



Spectrograms

Since texture is the main visual content found in the spectrogram, 

different types of texture representations have been used to describe the 

content of these images, such as Gray-Level Co-Occurrence Matrix 

(GLCM), Local Binary Patterns (LBP) Local Phase Quantization Gabor 

Filters and Weber Local Descriptor (WLD).

Mel Spectrogram: Mel-frequency cepstrum (MFC) representations are 

widely used in automatic speaker and speech recognition. The mel

spectrogram produces a time frequency representation of a sound 

imitating the biological auditory systems of human beings. We compute 

the magnitude spectrum from the time series musical data and then map 

it on to the mel scale.
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Spectrograms

Mel Frequency Cepstral Coefficient (MFCC) is employed for this 

technique of characteristic extraction because of its dependability in 

producing good features, and the notion of this feature is combined 

with the Spectral Centroid Feature (SCF).

• They're made by applying Fourier transforms to the signal, then 

logarithmic power values, and lastly cosine transformations.
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Spectrograms
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Mel spectrogram [1].
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Texture Extraction 

The issue of assigning genre-related labels to digital music files is known

as Classification of Music Genre.

Music tracks are sometimes represented as a collection of sound

textures influenced by timbre.

The total number of sound textures per track in shallow-learning systems

is typically too high, necessitating texture down sampling to make

training tractable. In the context of the bag of frames track descriptions,

texture selection helps to classify genre.
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Texture Extraction – K-Means 

K-Means Texture Selection

The clustering algorithm K-Means is very common. It works by iteratively 

computing centroids, which are locations that form different patterns in a 

dataset. Those points will be accustomed to search the data for further 

points that match the pattern.

Every audio texture is expressed by a vector in space ℝ𝑛, where 𝑛 is the 

amount of features in the space. 

• A texture matrix 𝑇 ∈ ℝ𝑚×𝑛 can be used to characterize a music track, 

where 𝑚 is the total amount of textures in the song and 𝑛 is the 

amount of characteristics.

19



Texture Extraction – K-Means 
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K-Means Texture Selection.
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Machine Learning Algorithms

• The music genre may be classified using a variety of classifiers.

Traditionally, a single classifier has been used to categorize the

feature vectors that are created after the features have been

extracted. For audio classification, Naive Bayesian, VFI, PART, J48

NNge, and JRip are often used classifiers.

• The Naive Bayes classifier analyzes the training data statistically,

generates maximum likelihood estimators, and uses conditional

probabilities on observed attribute values as decision criterion to

optimize conditional probabilities.
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Gaussian Processes

CT Gaussian Processes (GPs) are Bayesian nonparametric

models that are gaining in popularity due to their higher-level

ability to apprehend strongly nonlinear data interactions in a

variety of tasks, including dimensionality reduction, time series

analysis, novelty identification, and traditional regression and

classification.
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Gaussian Processes

GP models, like SVM, are based on kernel functions and Gram

matrices. They, on the other hand, generate completely

probabilistic outcomes with a specified level of prediction

uncertainty. Furthermore, there are algorithms for GP

hyperparameter learning, which the SVM architecture does not

provide. Experiments specifically demonstrated that the GP

outperformed the SVM in both music genre recognition and

music emotion prediction tasks.
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Support Vector Machine

There has been a lot of study and experimentation on the classification

of music genre, and the most common method is feature extraction

accompanied by supervised machine learning.

• In the world of music information retrieval (MIR), these are two of the

most important activities. The support vector machine (SVM) has

been the most common model in MIR systems so far.

27



Support Vector Machine

When using Support Vector Machine in music genre classification,

feature extraction process is done toward music files in the data set. The

features are computed for every short-time frame of audio signal for

time-domain features and are calculated according to short time fourier

transform (STFT) for frequency-domain features.

• The process of classification in the experiments will use SVM

classifier algorithm with kernel method.

• The results demonstrate that the polynomial kernel is the best kernel

for automated musical genre categorization. The combination of

musical surface, MFFC, tonality, and LPC is the greatest audio feature

combination.
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Music Genre Recognition 

using Deep Neural Networks

Without the use of hand-crafted features, we can perform music

genre classification using deep learning. For image recognition,

convolutional neural networks (CNNs) have been commonly used.

A CNN is equipped to guess the image type using the 3-channel

(RGB) matrix deception of an image. A spectrogram may be used to

reflect a sound wave, which can then be treated as an image. The

CNN's job is to forecast the genre label using the spectrogram.
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Music Genre Recognition 

using Deep Neural Networks
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Music Genre Recognition 

using Deep Neural Networks
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Music Genre Recognition [7].



Music Genre Recognition 

using Deep Neural Networks

RNNs are a type of artificial neural network that identifies patterns 

in data streams. This algorithms have a temporal dimension since 

they consider time and sequence. Also, images that can be broken 

down into a succession of patches. and viewed as a sequence, 

can be used with RNNs.

• Gjerdingen and Perrott (2008) conducted experiments with 

human subjects, demonstrating that humans could 

confidently identify the type of music by listening to only a 3-

second snippet of music.
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Music Genre Recognition 

using Deep Neural Networks

Taking this into account, each clip in the dataset is divided into three-

second chunks.
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A recurrent neural network unit is depicted as a block diagram.
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Q & A

Thank you very much for your attention!

More material in 

http://icarus.csd.auth.gr/cvml-web-lecture-series/ 

Contact: Prof. I. Pitas

pitas@csd.auth.gr
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