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Privacy and data 

protection
• Protection of personal data must be ensured in the acquired video

and/or images.

• The EU’s General Data Protection Regulation 2016/679), repealing

the 1995 Data Protection Directive.

• “Member States shall protect the fundamental rights and freedoms of

natural persons and in particular their right to privacy, with respect to

the processing and distribution of personal data.”
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Data protection issues in 

Autonomous Systems

• Public perceives AS as machines infringing privacy.

• No trespassing above private property.

• Distinguish between:

• actors, spectators, crowd

• public events, private events.
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Data protection issues in 

drones

• Data protection issues for AV shooting:

• broadcasting

• creating experimental databases.

• Use of data de-identification algorithms when doing AV

shooting.
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Data anonymity requirements

in AV data bases

• Data to be distributed must be anonymous:

• Any evidence that can be used to link acquired data to real people,

is prohibited (e.g., address, names, etc.).

• Facial images fall into the same category. They cannot be

anonymous, since someone could link a facial image to a real

person.

• Soft biometric and non-biometric identifiers (fancy clothes, tattoos,

skin marks, etc.) should be hindered as well.
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Data anonymity requirements

in AV data bases

• Image and video data collected by drones fall into the general

data acquisition/shooting/distribution category.

• Consent forms must be collected for experimental AV

data.

• Standard AV shooting privacy-protection rules must be

observed for AV data to be broadcasted.
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Facial data protection 

approaches
• Face de-detection (Face detector obfuscation):

• Apply image manipulations until face detection algorithms are no

longer able to work

• Face de-identification (Face recognizer obfuscation):

• Corrupt the facial region so that deep NN face classifiers fail.

• Developed methodology:

• Simple/Naive approaches (additive noise, impulsive noise)

• Reconstruction-based (SVD, PCA, hypersphere projections, auto-

encoder-based) approaches.

• Adversarial face de-identification.
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Personal image 

protection approaches
• Person de-detection

• Person de-identification

• Human body images

• Personal object de-detection/de-identification

• Car plates, car make.
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Facial data protection 

approaches
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Face De-identification 

definitions

Face de-identification (DID) or Face recognition

obfuscation tries to fool machine face recognition systems

and/or face recognition by humans:

• Recognition by machines or humans (darkening, blurring,

pixilation, additive noise methods, reconstruction-based

methods, GAN-based methods)

• Machine recognition only (adversarial attacks).

• Focus on machine recognition obfuscation.
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Simple face de-identification definition:

• A trained face recognition system 𝑓 take an input facial image 𝐱
and predicts its corresponding identity label 𝑦: 𝑓(𝐱; 𝛉) → 𝑦.

• Face de-identification methods aim to alter the original facial image

𝐱 and produce a de-identified image 𝐱𝑝 that can no longer be

correctly identified: 𝑓(𝐱𝑝; 𝛉) → ? .

Face De-identification 
definitions

𝐱

de-identification

𝐱𝑝

𝑓 ?



Face De-identification 
definitions

Formal face de-identification definition:

• Let 𝐱 ∈ ℝ𝑛 be a vector containing e.g., a facial image Region of

Interest (ROI) representation with 𝑦 ∈ {𝐶1, … , 𝐶𝑚} its label. Function

𝑓(𝐱; 𝛉) = 𝑦 is the ML recognizer/classifier.

• Face de-identification is about manipulating input vector 𝐱 in some

way, such as:

• Perturbation: 𝐱𝑝 = 𝐱 + 𝐩 (e.g., noise, pixelation, blurring, adversarial attacks)

• Transformation: 𝐱𝑝 = 𝐒𝐱 + 𝐩 (e.g., reconstruction methods)

• Generative mapping function: 𝐱𝑝 = 𝑮 𝐱;𝛉𝐺 : ℝ𝑛 ↦ ℝ𝑛, (AE, GANS)

• They all force the face identifier to fail: 𝑓 𝐱𝑝; 𝛉 ≠ 𝑦.
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Acceptable Image 

Quality Issues
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Face de-identification 

methods
• Naïve face de-identification refers to applying additive noise (e.g.,

Gaussian, impulse) to or blur the (detected) input facial image

region, until the system fails to detect/classify the face.
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Face de-identification 

methods
Reconstruction-based face DID approaches:

• Obtain facial image coefficients using some reconstruction method

(e.g., PCA, SVD, Autoencoder).

• Apply modifications to these coefficients.

• Reconstruct a distorted facial image.
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Face de-identification on 

drone videos
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Face de-identification on 

drone videos

SVD-DID face de-identification in a drone video. 

20



21

Drawbacks of previous face DID

methods:

• They strongly alter original facial

images.

Desirable face DID method properties

against machines:

• De-identified image should retain

the unique original facial image

unique characteristics (e.g., race,

gender, age, expression, pose).

Face de-identification 
methods
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SVD-DID

• Face de-identification in video. 
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Autoencoder-based Face De-

identification

• Originating from reconstruction-based methods.

• Leverage deep autoencoders or even GANs for generating

“fake” image content, that is recognizable neither by

machines and humans.

• The de-identified facial image is produced by

reconstruction, using a neural Autoencoder (AE).
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Supervised Attribute 

Preserving Face DID

First row: original images; second row: images reconstructed by a standard 

AE, third row: Images reconstructed by Supervised Attributed Preserving DID.
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GAN-based face 

de-identification
GAN-based face de-identification extends AE-DID, by

employing a Generator-Discriminator GD network pair,

trained in an adversarial fashion. Given:

• source facial image 𝐱 to be de-identified and its true label 𝑦.

• target ‘wrong’ facial image 𝐭,

𝑮 calculates a reconstruction 𝐱𝑝 = 𝑮 𝐱, 𝐭; 𝛉𝐺 by:

• minimizing the discrepancy between 𝐱𝑝 and 𝐭 or

• by “learning the translation” of 𝐱 to 𝐭.
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GAN-based face 

de-identification
• መ𝑑 = 𝐷(𝐱𝑝; 𝛉𝐷) is a binary discriminator of whether 𝐱𝑝 follows the

distribution of 𝐭, or not.

• 𝐱, 𝐭 could be images belonging to the same class, or even

completely different ones.

• If we feed the de-identified image 𝐱𝑝 to a trained face recognizer

𝑓 𝐱𝑝; 𝛉 , it should not be able to identify it correctly 𝑓 𝐱𝑝; 𝛉 ≠ 𝑦.

• This pipeline leads to even more realistic image generations, when

compared to AE-based de-identification.
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GAN-based face 

de-identification

32

Live face de-identification in video [GAF2019].

Conditional Identity Anonymization GAN results [MAX2020].



GAN body image de-identification
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Generative Full Body and Face De-Identification [BRK2017].
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Adversarial attacks & 

Defenses
Adversarial Attacks modify facial images to be wrongly

identified.

• They may be employed for privacy protection.

Adversarial Defenses modify face recognition pipeline

modules to make the pipeline robust to adversarial attacks.

• They be employed for content protection against adversarial attacks

(e.g., copyright protection systems).
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Adversarial Face de-

identification
• Such methods perform de-identification by applying adversarial

attacks on trained deep NN face recognizers.

• Adversarial attacks may be:

• Targeted or un-targeted.

• White-box or black box.

• Iterative or single-step.

• Transferable to different NN architectures/classification methods.

• The de-identified image is produced by returning gradient from a

trained NN to the input facial image directly.

• They produce imperceptible facial image perturbations by humans.
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Iterative Fast Gradient Value Method (I-FGVM):

• Let images 𝐱 have normalized pixel values in the domain [0,1].
• The gradient descent update equations have the form:

𝐱𝑝
0 = 𝐱,

𝐱𝑝
𝑖+1 = clip 0,1 𝐱𝑝

𝑖 − 𝛼∇𝐱𝐽 𝐱𝑝
𝑖 , 𝐭 .

• 𝛼 is the step size, 𝐱 is the original image, 𝐱𝑝
𝑖 is the adversarial image

at step 𝑖,

• 𝐽 𝐱𝑝
𝑖 , 𝐭 is the adversarial loss,

• 𝐭 is the target output vector class related to label target label 𝑡 and

• clip 𝑎,𝑏 is a constraint that keeps pixel values in the [𝑎, 𝑏] range.

Adversarial Face De-
Identification
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Adversarial Face De-
Identification

First row: original image; Second row: de-identified image. Third row: adversarial 

perturbation absolute value (x10) [CHA2019].
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𝒌-Anonymity-inspired 

adversarial attack
𝒌-anonymity concept:

• The maximum probability of retrieving a sample from a set must be less

than 1/𝑘.

• Originally introduced in other research areas (e.g., Database research).

• In 𝑘 -anonymity-inspired adversarial attack, the concept is

altered as follows:

• The maximum probability of retrieving the real person identity must be

less than 1/𝑘, in every possible face classifier output ranking position.

40



𝒌 − 𝑨𝟑 face de-identification 

method

41

Face de-identification: original images (1st, 3rd, 5th row), magnified de-identification 
noise for various methods (2nd, 4th, 6th row, 𝑘 − 𝐴3 3 right columns). 
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𝒎-SVDD Adversarial 

Defense
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Q & A

Thank you very much for your attention!

More material in 

http://icarus.csd.auth.gr/cvml-web-lecture-series/ 

Contact: Prof. I. Pitas

pitas@csd.auth.gr

46


