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Image acquisition 

ÅA still image visualizes a still object or scene, using a still picture 

camera. 

ÅA video sequence (moving image) is the visualization of an object or 

scene illuminated by a light source, using a video camera. 

ÅThe captured object, the light source and the video camera can all be 

either moving or still. 

ÅThus, moving images are the projection of moving 3D objects on the 

camera image plane, as a function of time. 

ÅDigital video corresponds to their spatiotemporal sampling.  
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Light reflection 

ÅObjects reflect or emit light. 

ÅReflection can be decomposed in two components: 

ÅDiffuse reflection (distributes light energy equally along any spatial 

direction, allows perceiving object color). 

ÅSpecular reflection (strongest along the direction of the incident 

light, incident light color is perceived). 

ÅLambertian surfaces perform only diffuse reflection, thus 

being dull and matte (e.g., cement surface). 

 

 3 



This project has received funding from the European Unionôs Horizon 2020 research  

and innovation programme under grant agreement No 731667 (MULTIDRONE) 

Light reflection 

ÅAmbient illumination sources emit the same light energy in 

all directions (e.g., a cloudy sky). 

 

ÅPoint illumination sources emit light energy isotropically or 

anisotropically (e.g., ordinary light bulbs) along various 

directions. 
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Light reflection 
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Light reflection 

ÅReflected irradiance when object surface produces diffuse 

reflectance and incident light source comes from: 

ÅAmbient illumination: 

 

ÅPoint light source: 

 

ÅDistant point source and ambient illumination: 
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Camera structure 
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ÅThe lens is the most important part of the camera. 

ÅIncident light rays pass through a lens (or a group of lenses) 

and get focused on the semiconductor chip. 

ÅThe distance between the lens center (optical center, Ἓ) and 

the point of convergence of the light rays inside the camera 

(focal point, ἐ) is called focal length. 

ÅFocal length characterizes the lens and determines the 

scene part to be captured as well as scene object sizes 

(magnification). 

 

Camera structure 
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ÅTwo kinds of lenses: 

ÅFixed (e.g., prime) and 

ÅZoom (e.g., telephoto) 

 

ÅBased on their focal length, lenses are categorized in wide-

angle, normal and telephoto: 

ÅWide-angle lenses have smaller focal length than normal, thus 

capturing wider parts of the scene and exaggerating differences in 

the relative distance and size between foreground and background 

objects.  

 

Camera structure 
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ÅThe shutter opens and closes to control the time interval 

during which light rays can hit the CCD or CMOS chip. 

 

ÅShutter speed is the speed at which the shutter opens and 

closes and determines the amount of incoming light. 

ÅHigher speed is required for capturing unblurred, fast moving 

scenes, while lower speed is used in night shooting, along 

with bigger aperture size. 

 

 

 

Camera structure 
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ÅAperture size is usually expressed in f-numbers. The bigger 

the f-number the smaller the aperture size. 

 

ÅIt controls the depth of field (DOF), the distance between the 

nearest and farthest focused objects in the image 

 

ÅThe smaller the aperture size is, the longer the depth of field, 

since less light rays are captured on the image for each 

visible 3D scene point. 

Camera structure 
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ÅThe rather naµve pinhole camera system can be used to 

accurately model the geometric and optical aspects of most 

modern cameras through the pinhole perspective projection 

model or central perspective projection model. 

ÅA very small aperture size is considered 

ÅCamera pinhole coincides with the optical center, or 

center of projection or camera center.  

 

 

Pinhole Camera and 
Perspective Projection 
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Pinhole Camera and 
Perspective Projection 
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ÅLet us consider 2 coordinate systems:  

Åthe camera (or standard) coordinate system (Ἓȟὢȟὣȟὤ) 

and  

Åthe image coordinate system (ἷȟὼȟώ). 

 

Åὢ, and ὣ define the plane  ꞈ that is parallel to the camera 

image plane    , lying at a focal length Ὢ behind the optical 

center Ἓ  along the optical axis ὤ. 

Pinhole Camera and 
Perspective Projection 
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Pinhole Camera and 
Perspective Projection 
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ÅPoints projected on the image plane are assigned camera 

coordinates of opposite sign:  

Åimages are inverted. 

 

ÅIn order to facilitate the mathematical treatment, we can 

define a virtual image plane     , in front of  ꞈ at a positive 

distance Ὢ. 

Pinhole Camera and 
Perspective Projection 
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Pinhole Camera and 
Perspective Projection 
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ÅWe want to derive the equations that connect a 3D point (3D 

vector) Ἔ ὢȟὣȟὤ  referenced in the camera coordinate 

system with its projection point (2D vector) Ἰᴂ ὼᴂȟώᴂ  on 

the virtual image plane. 

ÅBy employing the similarity of triangles ἛἷἸᴂ and ἛἨἜ: 

 

 

ÅCoordinates on the real image plane are given by the same 

equations, differing only by a minus sign. 

Pinhole Camera and 
Perspective Projection 
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ÅPerspective projection equations are rational, rather than 

linear. Thus: 

Åstraight lines are mapped to straight lines but 

Ådistances between points and the angles between straight lines are 

not preserved after projection.  

 

ÅWe can linearise them applying two transformations: 

Åorthographic projection ὼ ὢand ώ ὣ and                             

Åisotropic scaling ὪὤӶϳ  

The Weak-Perspective 
Camera Model 
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