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Mathematical preliminaries 

ÅMathematical Analysis 

ÅFunctions 

ÅDifferentiation 

ÅFourier transform 

ÅVector calculus 

Å3D geometric transformations 

ÅProjective geometry 
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1D, 2D, 3D analog 
signals/functions 

Å1D signals of the form Ὢὸȡᴙᴼᴙ  

ÅSpeech, music 

 

Å2D signals of the form Ὢὼȟώ ȡᴙ ᴼᴙ  

ÅGreyscale images 

 

Å3D signals of the form Ὢὼȟώȟᾀȡᴙ ᴼᴙ  

ÅVideo signals Ὢὼȟώȟὸȡᴙ ᴼᴙ  
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3D data types: video signal 
█●ȟ◐ȟ◄ 
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1D, 2D, 3D discrete signals 

Å1D signals of the form Ὢὲȡᴚᴼᴙ  

ÅDigital speech, music 

Å2D signals of the form ὪὭȟὮ ȡᴚ ᴼᴙ  

ÅDigital greyscale images 

Å3D signals of the  

ÅVolumetric imagesὪὭȟὮȟὯȡᴚ ᴼᴙ  

ÅDigital video signals ὪὭȟὮȟὯȡᴚ ᴼᴙ  
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1D Differentiation 
ÅThe derivative of a function at a 

specific point is the rate of change of 

the output with respect to the input. 

 

ÅFor 1D continuous functions, it is the 

slope of the tangent line to the 

function graph at that point: 
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Numerical Differentiation 

ÅThere are algorithms for approximate differentiation, using 

various function values. 

 

ÅFor instance, the slope of a nearby secant line through the 

points ὼ ὬȟὪὼ Ὤ  and ὼ ὬȟὪὼ Ὤ  can be 

employed (for small Ὤ): 

Ὢὼ Ὤ Ὢὼ Ὤ

ςὬ
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Partial Differentiation 

  

ÅFor functions of two variables Ὢὼȟώ, the partial derivatives 

‬ὪȾ‬ὼȟ‬ὪȾ‬ώ  can be computed with respect to each 

variable.  

 

ÅThe grad of a function is given by the vector: 

♩Ὢ ‬Ὢ‬ὼȟϳ ‬Ὢ‬ώϳ Ȣ 
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Partial Differentiation 

  

ÅFor functions of many variables Ὢ●, ● ὼȟὼȟȣȟὼ 4 ,  

the partial derivatives ȟὭ ρȟȣȟὲ can be computed with 

respect to each variable.  

 

ÅThe grad of a function is given by the vector: 

♩Ὢ ‬Ὢ‬ὼρȟȣȟϳ ‬Ὢ‬ὼὲϳ Ȣ 
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Partial Differentiation 

 

ÅThe partial derivatives give the slope of the function graph at 

a specific point, along the directions parallel to the 

coordinate axes. 

ÅAt maxima/minima, saddle points,  

♩Ὢ=0. 
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Steepest Gradient Descent 

Å If function Ὢὀ is defined and differentiable in a neigh-

borhood of a point ὀ, then Ὢὀ decreases fastest, going 

from ὀ to ὀ  following the direction of the negative 

gradient of Ὢὀ at  ὀ:  

ὀ ὀ ὥ♩Ὢὀ  

     ὥ: the step used to update the vector ὀ  at each iteration 

 ὸ. 

ÅὪὀ Ὢὀ  and sequence ὀ converges to a local 

minimum of Ὢὀ . 
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Steepest Gradient Descent 
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Fourier transform 

Å1D Fourier transform: 

 

 

Å2D Fourier transform: 

 

 

 

 

 

 


